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This paper describes the international co-operation experience in teaching control engineering with laboratories being conducted remotely by students via the Internet. This paper describes how the students ran the experiments and their personal experiences with the laboratory. A tool for process identification and controller tuning based on spreadsheets like MS-Excel is outlined. Process identification and modelling can be carried out for the open- and closed-loop control circuit. Controller tuning is done according to the criterion of cascaded damping ratios. The design is based on a direct relation between the parameters of the process and the controller. Tuning for optimal set-point control as well as disturbance rejection is provided.
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1. Introduction

Web browsers and spreadsheet programs are installed on nearly every PC or laptop. At the University of Tennessee at Chattanooga web site, experiments on real equipment can be conducted remotely for engineering controls systems. Students at the University of Applied Sciences Koeln have conducted laboratory experiments (remotely) in the USA. At the completion of the experiments, the students retrieve the data which they analyse for system identification. A tool has been developed for process identification, controller tuning and control circuit simulation. The tool is based on Microsoft Excel.

The following sections describe the students’ access to the experiments, the process identification tools used in the spreadsheet, controller tuning and our conclusions.

2. Access to the experiments

Providing hands-on, or learn-by-doing, experiences for engineering students is often complicated by either a lack of equipment or technician support, or both. Yet many topics in controls
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engineering are learned best via a learn-by-doing approach. Computer simulations have been used in lieu of a truly hands-on experience, but these are often lacking in the fullness of detail that real systems provide. With the advent of high-speed Internet communications an alternative approach to providing hands-on experiences has become possible—remote operation of real equipment. Such remote operation experiences are fully learn-by-doing with nearly all the positive and negative aspects of true hands-on laboratory work.

Remote operation of actual equipment for experimental purposes was provided via an Internet connection to the Resource Centre for Engineering Laboratories on the Web (http://chem.engr.utc.edu) at the University of Tennessee at Chattanooga (UTC). The students in the control class at Koeln used the site at UTC. That site provides a pool of typical plants of process engineering that can be used via the Internet for measurement and control. Over a 2 year period, an online workshop was organized within the practical control course for the students of the fourth semester of the Faculty of Information Technology in Koeln. Two groups of 10 students were introduced into the online lab at UTC and investigated a flow-control and a speed-control process. Via the Internet, step responses of the plants were taken. The data were transmitted to the control lab in Koeln, where the students evaluated the data in order make parameter estimation and controller tuning, based on the methods developed at Koeln. The students then transferred the controller tuning to the plant at UTC and tested the control circuit behaviour for changes in reference (set-point) and disturbance signals.

2.1 The hardware

There are seven stations for controls systems experiments. Some of these are single-input, single-output systems. All are inherently stable systems when run in open-loop configuration. That is, if you specify a fixed input value, the system will reach a constant steady-state condition. More complete descriptions of these have been given before (Henry 1993, 1995). A complete description of the controls systems experiments was given by Henry (1998).

The lab equipment at UTC is available 24 h a day, 7 days a week for students to operate remotely in conducting experiments for controls engineering. In addition to step response tests, ramp response, frequency response, pulse response and relay-feedback tests can be conducted for system identification. Proportional and proportional-integral feedback controllers can be run on all of the systems. Some systems have full proportional-integral-derivative (PID) feedback control capabilities.

2.2 The experiences

The results were extremely encouraging. Students were fascinated by the opportunities of this type of education and were very motivated, although there were some problems with the Internet connection during some of the experiments. Most of them repeated some of the experiments for the evaluation of the test results and discussed them in their reports. In the future, this co-operation will be extended.

The above comments are based on the experiences of 20 students, 10 each year for 2000 and 2001, in Koeln. The data are anecdotal and qualitative; further quantitative surveys are being developed. Very similar comments can be made based on other remote-equipment-sharing students from Australia (about 50 students on one occasion), Indonesia (about 100 students in each year of 2001 and 2002) and several locations in the USA (Henry and Zollars 2003).

The next sections show simple and effective methods for parameter estimation and controller design with examples that can be used for a theoretical training of the students.
3. Process identification

Process identification and modelling can be carried out for the open- and closed-loop control circuit. The values of the input and output signals of the plant are represented in ASCII format in the data files from the remote experiments at UTC.

3.1 Least squares approximation using the solver function of Excel

For the open loop the step response of the plant is approximated by a second-order system plus dead-time (represented by this Laplace-domain transfer function)

\[ G_P(s) = \frac{K_p e^{-sT_t}}{(1 + s\tau_1)(1 + s\tau_2)} \]  

(1)

with least squares fitting between the step response of the plant and the model using the solver function of Excel. From this the characteristic frequency parameters of the plant follow as

Sum of time constants:

\[ T_1 = \tau_1 + \tau_2 + T_t. \]  

(2)

Product sum of time constants:

\[ T_2^2 = \tau_1 \tau_2 + (\tau_1 + \tau_2) T_t + 0.5T_t^2. \]  

(3)

Figure 1 shows the step response of a flow process that is provided by the online lab of J. Henry at UTC (http://chem.engr.utc.edu). The results of the process identification are given as

- \[ K_p = 0.514 \text{ lb min}^{-1} \text{ min}^{-1} \]
- \[ \tau_1 = 0.233 \text{ s} \]
- \[ T_1 = 0.866 \text{ s} \]
- \[ \tau_2 = 0.233 \text{ s} \]
- \[ T_2 = 0.321 \text{ s}^2 \]
- \[ T_t = 0.400 \text{ s} \]

The fit is for the time window of 12–20 s as shown in figure 1. The full experiment may well have start-up transients before it reaches its initial steady-state condition. These are not shown in figure 1 and do not contribute to the parameter estimation in the system identification. These parameters are used for controller tuning according to the criterion of cascaded damping ratios. Figure 1 also shows the second-order plus dead-time model for these parameters. There is very good agreement between the model and the experimental data.

![Figure 1. Step response of a flow process and approximation by a SOPDT-model.](image)
3.2 Method of inflection tangent

Another method of parameter estimation is provided on the basis of the inflection tangent applied to the step response (Schaedel 2003a,b). Ziegler and Nichols (1942) have demonstrated that information obtained from the inflection tangent can be used for controller tuning. Their investigations were based on plants with first-order lag plus dead-time (FOPDT). It is obvious that for the same values of dead-time $T_u$ and build-up time $T_g$ one can find numerous configurations of different lag orders with and without dead-time (figure 2). The FOPDT-approximation with identical values of $T_u$ and $T_g$ proves to be insufficient. In order to locate the specific response function within the family of curves an additional parameter is needed.

The problem has to be looked at from the angle of process identification. A controller design is possible only if process identification can be carried out on the basis of parameters obtained by the inflection tangent. With this background a controller design can then be accomplished. Process identification does not have to be highly accurate because PID-controllers are rather robust against deviations of the plant parameters (Smith and Corripio 1997).

Figure 3 shows the normalized characteristic time constant $T_1/T_g$ as a function of the normalized lag-time $\mu = T_u/T_g$ for typical processes in table 1.

The dead-time term is replaced with a second-order Taylor series expansion according to $e^{-sT_t} \approx 1/(1 + sT_1 + 0.5s^2T_1^2)$. A set of curves results, which is confined at the upper border by the first-order lag with time delay ($G_{P1}$) and at the lower border by the $n$th order lag with equal time constants ($G_{Pn}$). The left border for low ratios $T_u/T_g$ is confined by the transition from the first-order lag to the second-order lag with varying ratios of the two time constants ($G_{P2}$). In order to determine the sum of time constants $T_1$ for a given ratio $\mu = T_u/T_g$, additional information is needed. For practical applications this characteristic information has to be taken in a simple way from the step response. It is fairly obvious to take the value of the unit step response $h_x$ for the time $t_x = T_u + T_g$. This build-up value $h_x$ can be taken with rather good accuracy.

The simplest way of approximating the step response is a polygonal approach using the inflection tangent

$$G_p(s) \approx \frac{K_I}{s}e^{-sT_u}(1 - e^{-sT_g}) \quad \text{with} \quad K_I = \frac{K_P}{T_g}. \quad (4)$$

Figure 2. Step response of a lag process and first-order plus dead-time approximation (FOPDT) with identical $T_u$ and $T_g$. 
This is a superposition of two integrating terms with different delays $T_u$ and $T_t = T_u + T_g$. This approach is modified by introducing a time lag into the integral term:

$$G_S(s) \approx \frac{K_1}{s} e^{-sT_u} - \frac{K_1}{s(1 + s\tau)} e^{-sT_t}. \quad (5)$$

The parameters $T_g$ and $\tau$ have to be adjusted in such a manner that the unit step response function passes through the build-up value $h_x = h(T_u + T_g)$. From this, one finds the relation for time constant $\tau$ as a function of the build-up value $h_x$. Using apparent dead-time $T_u$, build-up time $T_g$ and build-up value $h(T_u + T_g)$, the characteristic time parameters $T_1$ and $T_2^2$ according to equations (2) and (3) may be estimated by

$$T_1 = (\mu + A)T_g$$

$$T_2^2 = \frac{1}{2} \frac{\mu}{\mu + 0.37A} T_1^2. \quad (6)$$

where

$$H = e^{\left(1 - \frac{\mu}{\sqrt{2}}\right)} , \quad A = 0.5(1 + H^2) \quad (7)$$

and $T_u$ is lag-time (apparent dead-time), $T_g$ is build-up time, $\mu = T_u/T_g$ and $h_x = h(T_u + T_g)$ is the build-up value.

It must be stressed that $T_1$ represents the sum of time constants including the dead-time term of the process and $T_2^2$ represents the product sum of time constants including the dead-time term.

### Table 1. Laplace-domain transfer functions of typical processes.

<table>
<thead>
<tr>
<th>$G_{P1}(s)$</th>
<th>$G_{P2}(s)$</th>
<th>$G_{P3}(s)$</th>
<th>$G_{P4}(s)$</th>
<th>$G_{P5}(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{K}{1 + s\tau} e^{-sT_i}$</td>
<td>$\frac{K}{(1 + s\tau_1)(1 + s\alpha\tau_1)}$</td>
<td>$\frac{K e^{-sT_i}}{(1 + s\tau_1)(1 + s\alpha\tau_1)^2}$ with $\alpha = 0, \ldots, 1$</td>
<td>$\frac{K}{(1 + s\tau)^\alpha}$</td>
<td>$\frac{K}{\prod_{i=1}^{n}(1 + s(\tau/i))}$</td>
</tr>
</tbody>
</table>
term of the process. Thus, it is not necessary to determine the exact value of the dead-time of the process for a controller tuning according the rule in section 4. The results of identification through the inflection tangent for the flow process under test in section 3.1 differ only slightly from those according to least squares approximation using the solver function of Excel.

3.3 Closed-loop identification

For the closed loop, the characteristic frequency parameters $T_1$ and $T_2^2$ of the process can be estimated from the plant input signals $m(t)$ and plant output signals $c(t)$ applying least squares approximation of the frequency response $G_P(s)$ (Golubev and Horowitz 1982, Schaedel 2003a,b):

$$ \int_0^\infty \left[ \frac{c(s)}{m(s)} - \frac{K_P}{1 + sT_1 + s^2T_2^2} \right]^2 ds = \min. \quad (8) $$

This leads to

$$ \int_0^\infty \left[ c(s)(1 + sT_1 + s^2T_2^2) - m(s)K_P \right]^2 ds = \min. \quad (9) $$

Using integration instead of differentiation (as is done in the determination of the inflection tangent), the method becomes much less sensitive to noise.

$$ \int_0^\infty \left[ \frac{c(s)}{s^2} + \frac{T_1c(s)}{s} + \frac{T_2^2c(s)}{s^2} - \frac{K_Pm(s)}{s^2} \right]^2 ds = \min. \quad (10) $$

Applying Parseval’s theorem

$$ \frac{1}{2\pi} \int_{-\infty}^{+\infty} |X(\omega)|^2 d\omega = \int_{-\infty}^{+\infty} x^2(t) dt \quad (11) $$

the problem is transferred into the time domain

$$ \int_0^\infty \left[ I^2(c) + T_1I(c) + T_2^2c(t) - K_PI^2(m) \right]^2 dt = \min, \quad (12) $$

where

$$ I(c) = \int_0^\infty c(t) dt \quad I^2(c) = \int_0^\infty \int_0^t c(t') dt' dt \quad I(m) = \int_0^\infty m(t) dt \quad I^2(c) = \int_0^\infty \int_0^t m(t') dt' dt \quad (13) $$

are the integrals of the input and output data of the plant. The discrete time version follows as

$$ \sum_{k=0}^{N} \left[ I^2(c_k) + T_1I(c_k) + T_2^2c_k - K_PI^2(m_k) \right]^2 = \sum_{k=0}^{N} e^2(k) $$

with

$$ I(c_k) = I(c_{k-1}) + (c_k + c_{k-1}) \frac{T_0}{2} \quad (14) $$

using the trapezoidal rule for integration. Looking for least squares error by taking the differentials to the characteristic values $K_P, T_1$ and $T_2^2$ leads to a matrix relation between input and
output data and frequency parameters (15) from which the characteristic frequency parameters of the plant can be determined by matrix inversion (16):

\[
\frac{\partial}{\partial K_P} \sum_{k=0}^{N} e_k^2 = -2 \sum_{k=0}^{N} [I^2(c_k) + T_1 I(c_k) + T_2^2 c_k - K_P I^2(m_k)] \cdot I^2(m_k) = 0
\]

\[
\frac{\partial}{\partial T_1} \sum_{k=0}^{N} e_k^2 = 2 \sum_{k=0}^{N} [I^2(c_k) + T_1 I(c_k) + T_2^2 c_k - K_P I^2(m_k)] \cdot I(c_k) = 0
\]

\[
\frac{\partial}{\partial T_2} \sum_{k=0}^{N} e_k^2 = 2 \sum_{k=0}^{N} [I^2(c_k) + T_1 I(c_k) + T_2^2 c_k - K_P I^2(m_k)] \cdot c_k = 0
\]

(15)

\[
\begin{bmatrix}
\sum_{k=0}^{N} [I^2(c_k)]^2 & -\sum_{k=0}^{N} I(m_k) \cdot I^2(c_k) & -\sum_{k=0}^{N} m_k \cdot I^2(c_k) \\
-\sum_{k=0}^{N} I^2(c_k) \cdot I(m_k) & \sum_{k=0}^{N} [I(m_k)]^2 & -\sum_{k=0}^{N} m_k \cdot I(m_k) \\
-\sum_{k=0}^{N} [I^2(c_k)] \cdot m_k & -\sum_{k=0}^{N} I(m_k) \cdot m_k & -\sum_{k=0}^{N} m_k^2
\end{bmatrix}
= \begin{bmatrix}
K_P \\
T_1 \\
T_2
\end{bmatrix}
\]

Figure 4 shows the results from the remote UTC lab for a PI-controlled flow process with poor tuning.

Parameter estimation based on input and output data gives the characteristics of the plant:

\[K_P = 0.5 \text{ lb min}^{-1} \text{%}^{-1}, \ T_1 = 0.826 \text{ s}, \ T_2^2 = 0.246 \text{ s}.\]
In order to compare the response of the real process with the result of the identification, a first-order plus dead-time (FOPDT) model for the plant may be calculated from the data above by

\[ \tau = \sqrt{T_1^2 - 2T_2^2} \quad \text{and} \quad T_t = T_1 - \tau \]

resulting in

\[ K_p = 0.5 \text{ lb min}^{-1}\%^{-1}, \quad T_i = 0.39 \text{ s}, \quad \tau = 0.436 \text{ s}. \]

The reduced dead-time \( \mu = T_i/\tau \) is varied for optimal fitting manually. Figure 4 shows excellent agreement between the approximating model and the real plant.

### 4. Controller tuning

Controller tuning is done according to the criterion of cascaded damping ratios (Schaedel 1997a,b, 1998). The design is based on a direct relation between the parameters of the process and the controller and enables the use of classical filter design (e.g. Butterworth, Tschebyscheff) and standard forms (e.g. ITAE, IAE). A design for optimal set-point control as well as optimal disturbance rejection is provided. Tables 2 and 3 give tuning rules for the parameters of the PI-controller proportional gain \( K_C \) and reset time \( T_r \).

#### Table 2. PI-controller for optimal set-point control.

<table>
<thead>
<tr>
<th>Filter Type</th>
<th>( K_C )</th>
<th>( T_r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Butterworth (normal design)</td>
<td>( \frac{0.5}{K_p} \frac{T_i}{T_1 - T_r} )</td>
<td>( T_t = \sqrt{T_1^2 - 2T_2^2} )</td>
</tr>
<tr>
<td>Tschebyscheff 0.5 db (sharp design)</td>
<td>( \frac{0.375}{K_p} \frac{T_i}{T_1 - T_r} )</td>
<td>( T_t = T_1 - \frac{T_2^2}{T_1} )</td>
</tr>
<tr>
<td>ITAE</td>
<td>( \frac{0.375}{K_p} \frac{T_i}{T_1 - T_r} )</td>
<td>( T_t = -0.64T_1 + 1.64T_1\sqrt{1 - \frac{T_2^2}{T_1^2}} )</td>
</tr>
</tbody>
</table>

#### Table 3. PI-controller for optimal disturbance rejection.

<table>
<thead>
<tr>
<th>Filter Type</th>
<th>( K_C )</th>
<th>( T_r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Butterworth (normal design)</td>
<td>( \frac{1}{K_p} \left( \frac{1}{2} \frac{T_2}{T_2^2 - 1} \right) )</td>
<td>( T_t = 4 \frac{T_2^2}{T_1} \left( 1 - \frac{T_2^2}{T_1^2} \right) )</td>
</tr>
<tr>
<td>Tschebyscheff 0.1 db</td>
<td>( \frac{1}{K_p} \left( 0.7 \frac{T_2}{T_2^2 - 1} \right) )</td>
<td>( T_t = 3.11 \frac{T_2^2}{T_1} \left( 1 - 1.43 \frac{T_2^2}{T_1^2} \right) )</td>
</tr>
<tr>
<td>ITAE</td>
<td>( \frac{1}{K_p} \left( 0.69 \frac{T_2}{T_2^2 - 1} \right) )</td>
<td>( T_t = 3.86 \frac{T_2^2}{T_1} \left( 1 - 1.46 \frac{T_2^2}{T_1^2} \right) )</td>
</tr>
</tbody>
</table>
The application of PI-tuning rules for optimal disturbance rejection is limited to processes of low orders up to about 3 and small dead-time respectively a ratio $\mu = T_u/T_g < 0.2$.

As pointed out in section 3.2 $T_1$ and $T_2^2$ represent the sum of time constants and the product sum of time constants, both including the dead-time term of the process, respectively.

From parameter estimation in section 3.1, the tuning of the PI-controller of the sharp design is obtained for optimal reference control of the flow process as

$$K_C = 0.973\%/\text{lb/ min} \quad \text{and} \quad T_r = 0.495 \text{ s}.$$  

Figures 5 and 6 show the response of the control circuit to a set-point change at 15 s and a change in disturbance at 20 s.

5. Concluding remarks

The use of remote experiments for obtaining plant data and designing feedback controllers was entirely successful. The spreadsheet control tool designed can be used in teaching as well as industrial applications. An extension of the tool may be done quite easily by adding sheets and introducing hyperlinks. The tool will be continuously extended and examples will be included for educational purposes in order to illustrate modern methods of control engineering for application in industry.
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